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ABSTRACT

The study of time-dependent solar active region morphology and its relation to eruptive events
requires analysis of imaging data obtained in multiple wavelength domains with differing spatial
and time resolution, ideally in combination with 3D physical models. To facilitate this goal,
we have undertaken a major enhancement of our IDL-based simulation tool, GX_Simulator,
previously developed for modeling microwave and X-ray emission from flaring loops, to allow it
to simulate quiescent emission from solar active regions. The framework includes new tools for
building the atmospheric model, and enhanced routines for calculating emission that include
new wavelengths. In this paper, we use our upgraded tool to model and analyze an active region
and compare the synthetic emission maps with observations. We conclude that the modelled
magneto-thermal structure is a reasonably good approximation of the real one.

Subject headings: Sun: flares—acceleration of particles-turbulence—diffusion-Sun: magnetic
fields—Sun: radio radiation

1. INTRODUCTION

zero-dimensional (0D) hydrodynamic heating models.

Understanding solar activity, which consists of an
inter-related set of complex physical phenomena oc-
curring in multiple layers of the solar atmosphere,
is a primary goal of solar physics. The main driver
of solar activity, the solar magnetic field, is gener-
ated by the solar dynamo action at the bottom of
the convective zone. Then, the magnetic flux tubes
rise due to magnetic buoyancy and emerge from the
sub-photospheric solar interior to form the sunspots
and active regions (ARs). In these strong-field re-
gions, the magnetic pressure in the corona dominates
over the kinetic pressure and so controls the cross-
field plasma dynamics.

Modeling an active region for quantitative compar-
ison with data is extremely challenging. Even as-
suming that an active region can be modeled as a
quasi-static system, the three-dimensional modeling
of the spatially complex solar atmosphere must be
addressed, and one must include a quantitative treat-
ment of the full suite of data that are available. In
addition, a series of such quasi-static models is needed
to represent the time dynamic evolution of ARs. This
is necessary for studying the onset conditions for
solar flares, coronal mass ejections (CMEs), and is
likely important even for evolving quiescent condi-
tions. Here we advance this enormously challeng-
ing problem by developing an easy-to-use, and rela-
tively fast modeling framework based on both obser-
vations and well-developed modeling elements such as
nonlinear force-free field (NLFFF) extrapolations and
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To develop and validate this framework, we have ex-
tended our IDL-based simulation tool available as the
GX_Simulator package within the SolarSoft, which
was previously developed for modeling microwave and
X-ray emission from flaring loops (Nita et al. 2015).

The object-based architecture, which runs on Win-
dows, Mac and Linux platforms, provides an inter-
active graphical user interface that allows the user
to import photospheric magnetic field maps as in-
put to the magnetic field extrapolations within the
tool, or alternatively to import 3D numerical mag-
netic field models created externally by any means,
such as NLFFF extrapolations or dynamic (data-
driven or full-fledged MHD) models. The magnetic
framework is then populated by importing a 3D den-
sity and temperature distribution model, or alterna-
tively assigning to each individual volume element
(voxel) numerically defined differential emission mea-
sure (DEM) distributions from parametric heating
models involving averaged properties of the magnetic
field lines crossing a given voxel. The spatial and
spectral properties of radio, EUV and X-ray emis-
sion from the model are then calculated within the
tool, and the model-derived images and spectra can
then be compared with observational data imported
into the tool. The application integrates shared-
object libraries containing fast microwave (gyrosyn-
chrotron and gyroresonance) emission codes devel-
oped in FORTRAN and C++, soft and hard X-ray
and EUV codes developed in IDL, a FORTRAN-
based potential-field extrapolation routine (method
of scalar potential, Abramenko 1986) and an IDL-
based linear force-free field extrapolation routine (Sel-
horst et al. 2005) following the fast Fourier method
proposed by Alissandrakis (1981). We have also
added to the GX_Simulator distribution package an
almost fully automated way of downloading needed
SDO maps, producing NLFFF reconstruction using
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the weighted optimization code described and tested
by Fleishman et al. (2017), and dressing the NLFFF
data cube with the thermal plasma as described in the
remainder of the paper. The interactive interface al-
lows users to add any user-defined IDL or externally-
callable radiation code that adheres to our simple in-
terface standards, as well as user-defined magnetic
field extrapolation routines. Here we describe this
tool and demonstrate its use to model an AR and
compare the synthetic emission maps obtained in dif-
ferent wavelengths with observations.

2. APPROACHES TO AR MODELING

A direct approach to AR modeling would be the
creation of a single, ‘do-it-all’ radiative MHD /kinetic
model, which would describe formation and detailed
evolution of ARs from first principles. This approach
would have the advantage of solving self-consistently
for the magnetic field structure and plasma distribu-
tion. However, such an approach is a research area
by itself, and is not appropriate to the general in-
terpretation of observations that is of interest to the
vast majority of researchers. The first-principles ap-
proach is also too computationally expensive for daily
use, and is itself necessarily approximate, generally
requiring knowledge of the sub-photospheric veloc-
ity and magnetic field that are not directly accessi-
ble by available observational techniques. Although
our modeling tool allows importing such externally-
generated models, from which it calculates various
emissions for comparison with observations, in this
paper we demonstrate an alternative method of cre-
ating a model that is more general and likely to be of
wider practical use.

A useful approximation is a so-called “data-driven”
modeling approach, in which the magnetic field and
plasma, each constrained by observational data, are
treated separately. This is believed to be valid in the
regions of the solar corona producing the bulk of the
EUV, X-ray, and microwave emissions used for com-
parison, due to the dominance of magnetic pressure
there (the low-plasma-beta condition 5 < 1, where
B = 87nkT/B? is the ratio of plasma pressure to mag-
netic pressure, Gary 2001). In this approximation,
a set of simplified MHD equations is solved for the
corona, with the evolving boundary conditions ob-
tained from observations of the photospheric bound-
ary.

A further simplification of this approach is a static
approximation that ignores all plasma effects except
for the electric current. This modeling has come
to be known as NLFFF reconstructions (extrapola-
tions). An extrapolation for a given time results in
a static magnetic field structure without any thermal
plasma structure. This modeling approach is capable
of tracking the magnetic field evolution, but only by
means of a time series of such static models.

2.1. Coronal Magnetic Field Reconstructions

In the low-§ corona, plasma and thermally-
conducted energy flow along the magnetic field, but
not across it. The field acts essentially like a collection
of rigid, thermally insulated flow pipes. This implies
that we can start building our coronal model from

constructing the magnetic field “skeleton,” which
later will be populated with the thermal pasma. A
static solution for the magnetic field in the low-3
corona represents a force-free configuration, which
can be approximately restored using a boundary
condition. In practice, vector fields are measured
from full-Stokes polarized intensity of Zeeman sen-
sitive spectral lines with circular polarization provid-
ing line-of-sight field strength and linear polarization
providing the transverse field. Then, to obtain the
field away from the boundary, the measured photo-
spheric fields are extended into the corona through
potential or force-free field extrapolations. Starting
with Sakurai (1981), these extrapolations nowadays
have reached a high level of sophistication (see re-
views by Sakurai 1989; Amari et al. 1997; Wiegel-
mann 2008). Routine magnetic field extrapolations
are now available using the best optical data yet: the
high-resolution, full-disk vector magnetic field mea-
surements from the Helioseismic and Magnetic Im-
ager (HMI) onboard the Solar Dynamics Observatory
(SDO) (Scherrer et al. 2012).

These extrapolations, although ignoring the influ-
ence of plasma pressure, correctly reproduce many
important properties of the corona above ARs: mag-
netic structures built using such extrapolations can
often match some of the chromospheric Ha fibrils
(Jing et al. 2010), coronal loops illuminated by EUV
or SXR emission (Malanushenko et al. 2009; Tadesse
et al. 2014), or spatial locations of the microwave gy-
roresonance (GR) sources (Nita et al. 2011). Using
an available outcome of a full-fledged MHD model,
Fleishman et al. (2017) showed that the NLFFF re-
construction tools faithfully reproduce the original
dynamical model within appropriate statistical er-
rors, which validates the use of NLFFF reconstruc-
tions for coronal modeling. Currently, we are us-
ing the weighted optimization coded (“AS code,” see
Fleishman et al. 2017, for definitions and details)
complied from the C++ source code as a callable li-
brary as the default one in the GX_Simulator pack-
age. The library of the NLFFF reconstruction codes
will be enlarged in the future following the modeling
needs.

Similarly, a time-dependent magnetic data cube ob-
tained from the data-driven modeling can be utilized.
In summary, a number of observation-based methods
are available to build a realistic 3D cube of the vec-
tor magnetic field for a given AR at a given time.
Below, we use one instance of such a data cube cor-
responding to AR11072, which was obtained using
the NLFFF extrapolation technique applied to vector
magnetogram data obtained by HMI on 23-May-2010
at 11:58:24.700 UT.

2.2. Populating the Extrapolated Magnetic Data
Cube with a Thermal Plasma

Electromagnetic emission produced by free elec-
trons, ions, atoms, or molecules is observed in vari-
ous wavelength domains. However, as has been noted
above, a quasi-static (NLFFF) model is only a skele-
ton that does not include a self-consistent thermal
coronal model responsible for such emissions. We
have to artificially supply our 3D magnetic data cube



with a thermal distribution to consistently model the
observed emissions. Because of the strong anisotropy
of kinetic processes in the strong magnetic field case
(e.g. Fleishman & Toptygin 2013), the thermal model
must be closely linked with the original magnetic
skeleton. The skeleton forms the individual field lines
(flux tubes) guiding thermal conduction, which in
turn is largely responsible for the thermal distribution
of plasma. To take the guiding magnetic field struc-
ture into account, we assume that each magnetic flux
tube can be treated as an elementary thermal object,
whose thermal structure can differ for open and closed
field lines. As detailed below, we employ a heating
model for the closed field lines that depends on the
magnetic loop length, mean magnetic field strength,
and, in principle, the electric current (force-free pa-
rameter o, which is theoretically constant along any
field line in a force-free field configuration). Since
the flux tube length is undefined for open fields, our
model assumes no heating on those field lines and
instead imposes a barometric thermal model.

2.3. Coronal Heating Models

There are three main approaches to modeling coro-
nal heating. As noted above, one is the global MHD
approach, where modelers use first-principles to simu-
late entire ARs or large portions thereof (e.g., Gudik-
sen & Nordlund 2005; Peter et al. 2006; Hansteen
et al. 2010; Rempel & Cheung 2014). In such mod-
els, the footpoints of coronal field lines are driven
by motions that represent photospheric convection
or other flows, and coronal heating is computed self-
consistently from the equations without an ad hoc
heating term. The disadvantage of this approach is
that some essential coronal microphysics is not cap-
tured. For example, the many current sheets that
are expected to be present are highly under-resolved.
Consequently, the process by which magnetic energy
is converted into heat in the corona is treated unre-
alistically.

A second approach models the local MHD or kinetic
physics at a single energy release site, a current sheet
for example, and attempts to resolve as much of the
fundamental structure and dynamics as possible (e.g.,
Dahlburg et al. 2005; Daughton et al. 2009). Though
the energy conversion process is treated as accurately
as possible, the important connection between large
and small scales is either missing or treated artifi-
cially. Additionally, the important energetic and dy-
namic coupling between the corona and lower atmo-
sphere is not included. This coupling controls the
processes of chromospheric evaporation and conden-
sation, without which it is impossible to accurately
describe the evolution of the plasma and the observa-
tional signatures of the heating. The resulting models
cannot be readily tested or compared with observa-
tions.

Ideally, one would combine these two approaches
into a single self-consistent model, but this is far be-
yond the computational capabilities at present or in
the foreseeable future. Instead, we use here a syn-
thetic approach based on complementary modeling el-
ements: 3D magnetic extrapolations (e.g., a NLFFF
data cube), and field-aligned hydrodynamic models
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with assumed heating along the individual magnetic
flux tubes defined by the extrapolated field line struc-
ture. The hydrodynamic simulation code that we
use is called Enthalpy-Based Thermal Evolution of
Loops (EBTEL; Klimchuk et al. 2008; Cargill et al.
2012a,b), which includes the important link between
the corona and lower atmosphere in order to realisti-
cally model the plasma response to coronal heating.

Given an assumed heating profile (time-dependent
heating rate), the response of the plasma is modeled
in the context of field-aligned hydrodynamics, taking
full account of chromospheric evaporation and con-
densation (Klimchuk 2006, and references therein).
The code is zero dimensional in the sense that it com-
putes the evolution of the average temperature, den-
sity, and pressure, where the averaging is taken along
the coronal portion of the magnetic strand. Taking
the coronal average is reasonable, because thermal
conduction and flows are very efficient at smooth-
ing out field-aligned gradients. Gradients are very
steep in the transition region, on the other hand, and
EBTEL computes the instantaneous differential emis-
sion measure distribution, DEM(T), of the transition
region footpoints. EBTEL provides an excellent ap-
proximation to more sophisticated 1D codes, but us-
ing 10 — 10 times less computing time. This gives
the user the ability to rapidly examine a large range
of parameter space. The EBTEL code is broadly ap-
plicable and is now being widely used by the solar
community.

3. BUILDING A THERMAL STRUCTURE ONTO THE
MAGNETIC SKELETON

Following §2.1, we obtain an equilibrium coronal
magnetic field model, which we then populate with a
thermal plasma using a given heating model. The
thermal plasma parameters are obtained from the
EBTEL hydrodynamic model, which includes heat
conduction, enthalpy, and radiation. The volumet-
ric heating rate is the parameter of principal impor-
tance in defining the thermal structure of a flux tube.
Theoretical considerations suggest that the volumet-
ric heating rate should have a power-law dependence
on the magnetic field strength (B), field line length
(L), and, in some cases, plasma density (p). Different
theories predict different value for the power-indices,
as discussed fully in Mandrini et al. (2000) and ref-
erences therein. For this study, we adopt indices ap-
propriate to a scenario in which the coronal magnetic
field is stirred by random footpoint motions associ-
ated with photospheric convection. Stresses and mag-
netic energy are released by reconnection with the
angle between adjacent magnetic strands reaches a
critical value (e.g., Dahlburg et al. 2005). We are
not claiming that this is necessarily the way in which
coronal heating works on the Sun. It is simply the
model we have chosen to use to test our improve-
ments to the GX_Simulator. A future goal is to try
many different coronal heating models, each with a
different set of power-law indices, to see which best
reproduces actual observations.

In contrast to coronal heating, cooling processes
are well understood; in a general case they include
the radiative losses and the field-aligned transfer of
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the mass, momentum, and energy, which includes in-
teraction with the high-density chromosphere result-
ing in the evaporations and condensations. This sec-
tion presents the methodology of creating the ther-
mal structure of the AR model. We describe how
we “dress” the (3D) coronal magnetic skeleton with
thermal plasma structures obtained from different
EBTEL models (steady or impulsive heating).

3.1. Thermal Structure of a Given Volume Element

To populate the magnetic data cube with a thermal
plasma distribution, we have to assign the thermal in-
formation (either in the form of densities and temper-
atures or in the form of DEM) to each elementary vol-
ume element (hereafter voxel). At the same time, the
structure resulting from the highly anisotropic trans-
port processes in the magnetized solar corona, in par-
ticular the heat transfer which occurs primarily along
the magnetic field lines (e.g. Fleishman & Toptygin
2013), must be preserved. From this perspective it is
reasonable to consider the plasma heating and cool-
ing processes in 1D structures aligned with the field
lines defined by the 3D structure—magnetic flux tubes.
The net result for a given voxel will strongly differ de-
pending on whether it is attached to an open or closed
flux tube, as well as on the length and mean magnetic
field of the given flux tube, as described above.

3.2. Heating a Given Flux Tube

Here we describe a reasonably general framework
applicable to the heating of a given flux tube mod-
eled as a field-aligned plasma cylinder. To do so, we
note that all coronal heating mechanisms, including
wave heating, generally result in impulsive energy re-
lease on individual flux tubes (Klimchuk 2006, 2015).
The term “steady” coronal heating implies that the
repeat time of the heating events, 7, is much shorter
than the cooling time of the plasma. For simplicity,
we refer to impulsive heating events as nanoflares. We
must specify the duration At of the nanoflares, and
the time interval between successive events within the
same strand, 7. The volumetric heating rate is there-
fore given by

Q1) = Qo (Bﬁ) (Lio)bf@), 1)

where the heating profile f(t) incorporates 7 and At,
and it may also incorporate the effect of the density
p-
There are thus five independent parameters: Qg, a,
b, 7, and At. Qg is a typical heating rate, which can
depend on the driver velocity v and the electric cur-
rent density along the flux tube, or, equivalently, on
the force-free parameter «, and so it can be different
for different flux tubes. The actual numerical value of
Qo (measured in erg cm =2 s~!) depends on the nor-
malization constants, which we conveniently choose
as By = 100 G and Lo = 10° cm. The power-law in-
dices, a and b, have certain values for a given heating
model; for example a = 2 and b = —1 within the crit-
ical shear angle model (Mandrini et al. 2000), which
we will adopt as default parameters. The time con-
stants 7 and At are the free parameters of the model.

In the proof-of concept model shown here, they are
determined empirically based on analysis of the EUV
AR lightcuves (Viall & Klimchuk 2012) and EBTEL
modeling of these line-of-sight-integrated light curves
(Viall & Klimchuk 2013). EBTEL is capable of ac-
curately simulating the entire range of 7, from effec-
tively “steady,” to fully “impulsive” (see § 4.1 and
Appendix A for more details).

Currently, the remaining input of Equation (1), Qo,
is under-constrained. In fact, the lack of a realistic
choice for the heating rate Qo for a given flux tube
remains the main limitation for the adopted heating
approach, as this parameter is responsible for the se-
lective flux tube heating; hence it is needed to repro-
duce the distinct loops routinely seen in EUV images,
as we demonstrate below. For now we will treat Qg
as a phenomenological parameter depending, at most,
on the force-free o parameter computed locally from
the magnetic data cube itself. However, in princi-
ple, it can further be constrained from consideration
of the chromospheric/photospheric driver velocities
available from an MHD model, or from other chro-
mospheric data including UV and IR lines and pho-
tospheric Dopplergrams.

3.3. Populating the Coronal Volume with a Thermal
Model

A challenge, which calls for a conventional choice
of how exactly to attach the heating model to the
(Cartesian) 3D magnetic skeleton, is that the heating
model applies to a magnetic flux tube-a curved ob-
ject covering a non-Cartesian set of voxels. In many
publications comparing heated flux tubes and EUV
coronal loops, the flux tubes are formed manually,
e.g., starting from a number of manually chosen pho-
tospheric pixels and then extrapolating the field lines
into the corona (e.g., Ugarte-Urra et al. 2017). This
way only a small subset of voxels (tracing the man-
ually selected flux tubes) are “selectively heated” in-
stead of treating all the voxels objectively, and many
coronal voxels remain empty.

To address this volume filling problem, we formu-
late the following algorithm. For each voxel we com-
pute a characteristic field line passing through the
center of the voxel. Then, we categorize the field
lines into two groups—field lines that are closed (the
field line starts and ends at the bottom boundary of
the magnetic data cube) or open (the field line leaves
the cube through a side or top boundary). If the
given voxel is associated with an open field line, it is
filled with pre-defined isothermal hydrostatic coronal
plasma. For a voxel associated with a closed field line,
we compute the field line length I and mean magnetic
field along the line Bean. These two parameters are
linked to this given voxel and stored with it. This
procedure is repeated for all voxels of the data cube.
In this way, a new 3D model is created, in which ev-
ery voxel generating a closed field line is tagged with
the parameters needed to apply a parametric heating
model to this voxel according to Equation (1).

The number of voxels to be populated through this
procedure by thermal plasma can be very large (about
107 or more), thus, applying the heating code to each
field line is impractical. Instead, we run the EBTEL



hydrodynamic code to pre-compute several thousand
combinations of flux tube lengths and nanoflare mag-
nitudes. For each combination, we time average over
the entire simulation, thereby producing two differ-
ential emission measure (DEM) distributions—one for
the coronal portion of the loop and one for the tran-
sition region. The idea is that each loop is actually
a bundle of much thinner strands that are heated at
random times by identical nanoflares. The time av-
erage of one strand is deemed to be equivalent to a
snapshot of many out-of-phase strands. We create a
lookup table that contains the coronal and transition
region DEM distributions for each pair of flux tube
length and nanoflare magnitude. Knowing Byean and
L for a given coronal or transition region voxel, Equa-
tion (1) tells us the nanoflare magnitude, and we find
the corresponding DEM distribution from the lookup
table using a 4-closest-neighbor weighted interpola-
tion. We have confirmed that this interpolation ap-
proach is nearly as accurate as one considering each
field line individually, and thus it is a convenient
compromise to efficiently populate the magnetic data
cube with heated plasma.

Finally, some emission computations, e.g. mi-
crowave, do not require as detailed information as
contained in the DEM distributions. To facilitate
the later computation of microwave emission, we also
compute an effective number density and temperature
of the plasma from the DEM distribution moments,

Mot — ( / DEM(T) dT) 1/2, @)

_ JT-DEM(T)dT

chf P}
Negr

We use these (neg, Tomr) pairs as input for radiation
transfer codes, which we developed specifically for in-
clusion into the tool following theory developed by
Fleishman & Kuznetsov (2014), and also for visual-
ization within the tool.

We emphasize that the algorithm does not assign
DEM tables or (neg, To) pairs, but pairs of generic
(hydrostatic) (n,T') values to those voxels intersected
by open field lines, which may include field lines that
are physically closed, but cross the model volume
boundaries before reaching one of their footpoints.

3.4. Populating the Chromospheric Volume

The general approach we employ to populate the
chromospheric volume is based on typical observa-
tionally established thresholds, which are used to dis-
tinguish quiet-Sun (QS) and AR features at the pho-
tospheric level, and on a set of one-dimensional solar
atmospheric models of those features, which are used
to fill the chromospheric volume. The atmospheric
model set used in the current implementation of the
GX_Simulator is essentially that of Fontenla et al.
(2009). We distinguish between seven solar atmo-
spheric brightness features. They include three QS
components, namely internetwork (IN), network lane
(NW), and enhanced network (ENW), and four AR
features: sunspot umbra (UMB), penumbra (PEN),
plage (PL), and facula (FA).
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The temperature, electron and atomic hydrogen
density profiles, as well as the ionization fraction cor-
responding to these one-dimensional models are il-
lustrated in Figure 1. GX_Simulator computes these
profiles using model-dependent variable-height steps
that properly resolve the transition region (TR) layer.
Consequently, the maximum height up to which a
given chromospheric model profile is computed cor-
responds to a specific TR height ranging from ~
1000 — 2000 km, which includes 65 — 90 grid steps
in our model.

As the photospheric input for choosing among
the seven chromospheric models at each base voxel,
GX_Simulator uses two standard SDO/HMI prod-
ucts: white light continuum limb-darkening-corrected
filtergrams and HMI line-of-sight (LOS) magne-
tograms. However, to properly take into account
the angle between the LOS direction and the direc-
tion of the local normal to the Sun’s surface along
which the extrapolation is performed (externally or
in the GX_Simulator tool), these original images are
transformed using the same Carrington-Heliographic
or Helioprojective-Cartesian projection (Thompson
2006). These coordinate transformations assure that,
when the model is placed in the proper 3D orientation
relative to the observer, the base maps are projected
onto their LOS counterparts with minimum distor-
tion.

Using these projected magnetograms, we separate
the non-magnetic QS voxels from the magnetic voxels
based on an empirically chosen magnetogram thresh-
old of 10 G. From the QS voxels we determine the
mean white-light intensity Igs. Further subdivi-
sion of both QS and AR features is done relative to
Igs. The intensity thresholds for the umbral (UMB)
and penumbral (PEN) model components use thresh-
olds of, respectively, 0.65 and 0.90 of Iqs following
Mathew et al. (2007).

For the non-magnetic QS features we employ the
thresholds provided in Fontenla et al. (2009). We
derive two basic cut-off values, Thp and Thp, cor-
responding to 0.75 and, respectively, 0.97 of the cu-
mulative white-light histogram, excluding sunspots.
We classify the pixels between these cut-off values
as NW type, and we consider all pixels with pho-
tospheric continuum intensity exceeding 90% of Igs
and less than T'hp as being of IN type. If white-light
intensity is greater than Thp and less than 119% of
Ios, we assign such pixels as being of ENW type.
We determine the PL and FA components by com-
bining the magnetogram and white-light intensities.
We empirically set the magnetic thresholds as indi-
cated below, while we adopt the white-light intensity
thresholds from Fontenla et al. (2009). In particular,
we assign to the PL type to all pixels with white-
light intensity that exceeds 95% of Iqs and is less
than Thg, and with corresponding unsigned magne-
togram signal greater than 30 G. The FA component
encompasses pixels with white-light intensity greater
than 101% of Iqs and unsigned magnetogram signal
exceeding 30 G. Consequently, each pixel is classified
as belonging to one of the seven photospheric fea-
tures, and a corresponding pixel mask is created. An
example of the resulting mask encompassing all seven
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F1G. 1.— Height profiles of (a) temperature, (b) electron density, (c) ionization fraction, and (d) atomic hydrogen (HI) density,
corresponding to seven color-coded (legend on panel a) chromospheric models used by the GX_Simulator to populate the chromo-
spheric volume, i.e. internetwork (IN), network lane (NW), enhanced network (ENW), sunspot umbra (UMB), penumbra (PEN),

plage (PL), and facula (FA).

components is shown in Figure 2, in the case of AR
11072 used for illustration in this study.

The mask displayed in Figure 2c¢, which has
been constructed based purely on the photospheric
HMI observational inputs displayed in panels 2(a,b),
demonstrates a remarkable morphological agreement
with the temperature-minimum/chromospheric im-
age shown in Figure 2(d), which has been captured
in the 1700 A passband by the Atmospheric Imaging
Assembly (ATA, Lemen et al. 2012) on board SDO.
This justifies our use of the photospheric images as
a basis for the chromospheric part of the model at-
mosphere, and validates the algorithm we employ to
populate a chromospheric volume.

The GX_Simulator package includes a tool for ap-
plying the above selection thresholds automatically,
and thus produces the corresponding chromospheric
model based on a given HMI filtergram and LOS
magnetogram pair. Thus, using the model mask
computed by these means, GX_Simulator generates
a chromospheric volume consisting of a collection
of variable height (number of grid-steps) vertical
columns, each corresponding to one of the seven chro-
mospheric models associated with the photospheric
mask pixel onto which such a column is projected.

3.5. Connecting the Chromospheric and Coronal
Models

The final step in the process of building the thermal
structure on top of the magnetic skeleton requires a
means to handle the interface between the variable-

height chromospheric model and the EBTEL-based
coronal/TR model. The solution used in the cur-
rent implementation of our modeling tool is to replace
the bottom layers of the uniformly spaced magnetic
skeleton with a composite slab having the minimum
thickness needed to contain the variable height chro-
mosphere.

For example, in the case of the NLFFF magnetic
skeleton built for AR11072 using a typical observa-
tional resolution of 2" (~ 1500 km), such composite
slab needs to have a thickness of ~3000 km corre-
sponding to the bottom two layers of the uniform
extrapolation volume, while the height of the chro-
mospheric column having the maximum number of
90 layers is ~2000 km. Therefore, we divide the com-
posite slab into 91 layers with non uniform heights,
adding one or more extra voxels to account for un-
even heights of the different chromospheric models as
explained below. Each vertical column of the slab is
assigned with the nonuniform heights corresponding
to the bottom model mask up to the corresponding
TR layers, while uniform heights are assigned to the
remaining voxels of each column, such as to preserve
the uniform ~3000 km thickness of the composite slab
and the integrity of the entire magnetic skeleton it is
part of. Subsequently, we perform an irregular grid
interpolation of the magnetic field along each vertical
column of the slab, and transfer all physical prop-
erties from the original chromospheric and EBTEL-
based coronal models to the newly created composite
data cube.



CEAB,

2332.2

1522.1

712.0

-98.1

-908.3

-1718.4
-50 -48 -46 -44 -42 -40 -38 -36
X (deg)

Chromo Mask

-8 & LA

-10 IN

-12 NW
S .14 ENW
)
S -16

-18

-20

- ; _ UMB

-50 -48 -46 -44 -42 -40 -38 -36
X (deg)

CEA White Light

111

®)

-50 -48 -46 -44 -42 -40 -38 -36
X (deg)

CEA AIA 1700

4669.0

3801.2

2933.4

2065.6

1197.8

330.0
-50 -48 -46 -44 -42 -40 -38 -36
X (deg)

F1G. 2.— Chromospheric model mask creation for AR 11072 on 23-May-2010 11:58:25 UT. a) CEA projected B. magnetic
field strength. b) CEA projected HMI continuum intensity. c¢) Model mask comprising 7 color-coded components used to assign

chromospheric models for each set of LOS chromosphere voxels projected onto a given mask pixel. d) CEA projected AIA 1700 A
image demonstrating a remarkable structural agreement with the mask depicted in panel c.

] GX SIMULATOR

?/ 1|
iy O 12| ¢8| @) o ol+ls | 2l @@ xv | x2 | zv | [n0 v ®lele
SELECTED MODEL: Model 1[23-May-2010 11:58:24.700]
200 | 264.08"

NX200 M

200 .H 399 ‘ 148”‘ 1.48" “ ‘square Fov.

47.04" :‘ 295.35" H 295.35"  :|[Jauto Fov

[MAP VIEW|IMAGE VIEW|VOLUME VIE

<

synthetic map computation: @ @ u”

|[MAGNETIC FIELD EXTRAPOLATION PROJECT|IMAGE PROFILES|LOS PROFILES SCANNER [MODELS

&

76

Los profile Plot options

Auto v YLog v
0.0 2
0.0 :
0.0 :

-
I B A e |

0.0 =

>

FiG. 3.— Snapshot of the GX_Simulator graphical user interface illustrating the electron density distribution corresponding to
a composite chromo-coronal model. On the left side the interface displays 3D view of the electron density distribution, and on
the right side a 2D slice of the same distribution, which is cut along the observer’s line of sight (LOS) direction. The panels are

displayed on logarithmic scale.



To illustrate the result of this operation, Figure 3
presents a snapshot of the GX_Simulator graphical
interface that displays a 3D view of the electron den-
sity distribution on the left, and a 2D slice of the
same distribution, which is cut along the observer’s
line of sight (LOS) direction, on the right. As de-
scribed above, this composite model is characterized
by an irregular vertical grid in the chromospheric vol-
ume and a regular grid in the coronal volume that
adds up to the same total model height. However,
for illustration purposes, to resolve the chromospheric
layer, the GX_Simulator interface represents the vol-
ume and the LOS slices as equal height layers, which
in this case expands the relative height of the chromo-
spheric volume from the true physical ratio of 2:99 to
an apparent ratio of 91:99. In Figure 3, the red rect-
angular box visible on the left side of the snapshot
marks the model boundaries, while the blue rectan-
gular box marks the image FOV and LOS direction
along which the GX_Simulator renders the volume to
compute radiation transfer solution for a given wave-
length. In the illustration shown on the right side of
Figure 3, the white dotted line marks one such LOS,
and its corresponding density profile is shown on the
plot below the image of the volume slice. The irreg-
ular grid of the chromosphere, as well as the variable
height of the TR interface between the two sections of
the composite model are also evident in this snapshot.

3.6. Irreqular Grid Rendering

To solve the radiation transfer equation along
an arbitrarily oriented LOS, the current version of
GX_Simulator uses a geometrical rendering method
that exactly computes the entry and exit points of a
given LOS corresponding to each voxel in the origi-
nal model intersected along its path, and returns a
list of irregular segments whose middle points and
variable lengths, in combination with the fixed syn-
thesized image pixel size, are used to form new vol-
ume elements aligned along the LOS. The physical
properties of these new voxels are assigned by means
of interpolation based on the physical properties de-
fined in the center of each voxel. To properly take into
account the regular nature of the coronal grid and the
highly irregular nature of the grid defining the chro-
mosphere, GX_Simulator uses trilinear interpolation
in the coronal volume, while for the chromosphere
volume, the nearest sample interpolation method is
used. This approach has been adopted to avoid the
so-called “interface leakage” artifacts that may arise
from interpolating across the boundaries between the
regions corresponding to different chromosphere mod-
els, which results in nonphysically sharp gradients.
For similar reasons, instead of interpolated values,
center-voxel values are also assigned to all LOS seg-
ments located in the vicinity of the transition layer
separating the chromosphere and corona. This ap-
proach also automatically avoids any non-physical in-
terpolation of certain voxel properties that are shared
by all voxels belonging to the same region, but do not
have a continuous variation across region boundaries
(e.g. integer indexed distribution types or energy
spectrum power law slopes, Fleishman & Kuznetsov
2010).

From a technical point of view, GX_Simulator re-
lies on a volume labeling scheme that assigns 64—bit
integer voxel IDs, where each binary bit is used to
flag the belonging of a given voxel to a particular
sub-volume domain. Note that GX_Simulator is de-
signed to model the multi-wavelength emission not
only from active regions, but also from flaring loops
(Nita et al. 2015). To continue supporting this func-
tionality, the current version generalizes the approach
described above by assigning shared unique IDs not
only to the chromosphere, transition region, and coro-
nal voxels, but also to any compact region of the
model, such as a flaring loop object. This bitwise la-
beling scheme allows GX_Simulator not only to flag a
particular voxel as being located in the chromosphere
(bit 1 set), transition region (bit 2 set), or corona (bit
3 set) but, at the same time, as belonging to a par-
ticular magnetic flux tube that expands in all these
volume regions, which may be uniquely identified by
turning on any of the not yet assigned upper bits of
the voxel ID. These IDs are then used by the geomet-
rical rendering routine to detect any transitions from
one compact region to another, and thus inhibit non-
physical interpolation across adjacent object bound-
aries.

With this modeling framework we can (1) construct
many different plasma models by varying the assumed
parameters of the coronal heating; (2) generate syn-
thetic images and spectra representing observations
from a variety of existing and future instruments;
and (3) compare them with actual observations to
“close the loop” of the model-to-data comparison,
from which to adjust the heating parameters toward
an improved match.

4. COMPARISON OF THE MODEL WITH THE DATA

4.1. Computation of EUV Emission from the
Corona and Transition Region

While our approach to compute radio and X-ray
emission is described elsewhere (Nita et al. 2015;
Wang et al. 2015, and references therein), the need
to compute EUV emission from the DEM brings new
features to the computation, which are described be-
low.

The EUV intensity is computed by convolving the
differential emission measure distribution from the
model with the appropriate temperature response
function, G(T), of the instrument of interest, e.g.,
ATA:

I= / DEM(T)G(T)dT, (3)

assuming either an impulsive or a steady-state heat-
ing model.

Our impulsive heating model considers nanoflares
that occur randomly within thin, spatially unresolved
strands. We assume that the magnitudes of the
nanoflares differ depending on the length and aver-
age field strength of the strand, but that they are the
same for all of the strands passing through a given
voxel. We further assume that the strands are so nu-
merous that the time averages (for the coronal and
TR portions of the strand, respectively) of a single



nanoflare simulation is equivalent to an instantaneous
snapshot of the many out-of-phase strands in a voxel.

The nanoflares used to produce our lookup table
have a triangular heating profile of amplitude Qg
corresponding to our reference values of B = By =
100 G, L = Ly = 10° cm, and duration At = 20 s.
They repeat every 7 = 10,000 s. The time-averaged
heating rate (for the same reference B and L values)
is therefore

(@) = 5@0 @

thus, after time-averaging, Equation (1) receives the

form:
(Q) = (Qo) (B%)a (Lio)b (5)

For the steady-state heating model, we assume a se-
quence of very frequent but weak heating events, so
the result does not depend on the actual values of At
and 7, providing (Qo) = Qo. In the tool, and here-
after, we use @ for (Q)) and Qo for (Qo), for brevity.

To account for the coronal contributions to the
EUV intensity in a given passband, given the opti-
cally thin character of EUV emission (i.e., intensity
of emission from each voxel is a product of the emis-
sivity and the voxel volume), we simply add up contri-
butions from all coronal voxels (using the voxel IDs)
along the line of sight. Adding the TR contribution,
however, requires additional manipulations.

EBTEL does not provide the thickness of the TR,
but instead yields the DEM integrated over the (un-
specified) TR depth. Therefore, we put all of the TR
plasma in the first layer of voxels above the chromo-
sphere. This is reasonable, since the TR is known
to be very thin (~ 100 — 200 km), although the up-
per part of the TR likely extends above this layer
in reality. The DEM of a patch of transition region
of area Ayt = dxdy is proportional to the cross-
sectional area of the loop that intersects the patch,
Aloop = Dioopdy = Asurt cos b, as shown in Figure 4.
Since EBTEL computes the DEM for a unit cross-
sectional area (1 cm?) normal to the strand, the out-
put must be multiplied by Agutcosé to obtain the
DEM of the patch, where 6 is the inclination of the
magnetic loop leg with respect to vertical, see Fig-
ure 4.

Another correction comes from the fact that the TR,
thickness is much less than the voxel size, A < dz,
so it is unresolved by our grid. This implies that we
have yet to account that the actual volume of the
TR segment inscribed by the corresponding voxel de-
pends on the viewing angle. Indeed, the EUV emis-
sion from TR is optically thin, thus, it is a product
of the emissivity and the contributing volume along
the LOS.

This volume is by a factor 1/ cos¢ larger for the
actual viewing angle ¢ relative to the TR plane, com-
pared with the normal viewing angle. Note that this
factor does not explicitly depend on the TR thick-
ness A given that the EBTEL provides the depth-
integrated DEM for the TR. Thus, the intensity of
EUYV emission, produced from a voxel containing the
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model TR with the DEM taken from the EBTEL
lookup table, must still be multiplied by the geomet-
rical factor Apiy cos @/ cos @, where Ay = D2, is the
area of the pixel in the image plane in cm?, see Fig-
ure 4.

However, this form assumes that the transition re-
gion is a plane, and the correction factor becomes
arbitrarily large for viewing angles approaching 90°.
In reality, the curvature of the Sun limits the size of
the correction. To make this correction we introduce
a o such as if cos ¢ < cos @y we use cos g instead of
cos . The solution is not sensitive to the exact value
of ¢ and it is only necessary that cos g is reasonable
small. To make our selection of g, we note that for
a “sliding” LOS, bigger and bigger TR volume would
contribute to emission, which can include many TR
voxels along such LOS. In the current implementation
of the tool, if the given LOS intersects more than one
TR voxels, we only account contribution from the one
closest to the observer. Thus, to account for the ac-
tual intersection of more than one voxel we have to
allow cos g to become small enough to describe lines
of sight longer that one voxel size. The upper limit
to the LOS length along all TR voxels comes from
simple spherical geometry considerations, as demon-
strated in Appendix B. Thus, taking in consideration
the solar radius R and the voxel height dz, we adopt

cos o = sin [% arccos (1 - d—;)} (6)

which, for a typical voxel height of dz =
1000 km, gives cospo =~ 0.027.  Accordingly,
we modify the correction factor to have the form
Apix cos 0/ max(cos ¢, cos ¢q).

In addition to these geometrical factors, we also
have to account for the inability of NLFF recon-
structed magnetic field to correctly reproduce the
field inclination at the bottom, non-force-free region
of the active region. On the real Sun, photospheric
and sub-photospheric dynamics cause the field to be
much more vertical in the photosphere compared to
the extrapolation model. It flattens out rapidly with
height above strong field regions to form a “canopy”
of nearly horizontal field at low altitudes in the sur-
rounding weak field regions (Giovanelli 1980; Klim-
chuk 1987). As discussed above, transition region
emission is greatly reduced (cos@ factor) in places
where the field is approximately horizontal. To ac-
count for the limitations of the extrapolation model,
we introduce a “canopy” mask and set the transition
region emission to zero in the magnetic canopy, which
we define as places where the photospheric magnetic
field is weaker than a user-defined threshold. This
threshold is a free parameter of the model, which
is determined based on comparison with EUV data.
This approach is tested and validated in Appendix A.

4.2. Comparison of the Synthesized and Observed
Images in the EUV Domain

To quantify the ability of our modeling frame-
work to reproduce observations, we generated syn-
thetic EUV and MW images from a compos-
ite chromosphere-TR-coronal model of AR11072 on
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using a vertical component of the photospheric magnetic field
threshold of |B.| = 200 G.

2010-May-23, and compared them with imaging ob-
servations produced by SDO/ATA at 94, 131, 171,
193, 211, and 335 A, Nobeyama Radio Heliograph
(NORH) at 17 GHz, and the Siberian Solar Ra-
dio Telescope (SSRT) at 5.7 GHz. As described
in the previous sections and in Appendix A, hav-
ing the chromospheric model fully constrained by the
HMI photospheric input, the only adjustable free pa-
rameters remaining to be tuned for finding the best
possible agreement between the model and data are
the mean heating rate constant, which we set to
Qo = 1072 ergcm™3 57!, and the TR EUV emis-
sion mask threshold, which, as shown in Figure 5, we
set to |B,| = 200 G. In what follows we do not fine
tune these free parameters, but rather use the speci-
fied “round” number for demonstration purposes.
Figure 6 illustrates the comparison between the
EUV synthetic maps obtained assuming impulsive
and steady-state heating EBTEL models, both com-
puted using the same characteristic mean heating

rate, Qo = 1073 erg cm ™3 s~'. The first column dis-

plays the observed AIA maps in six wavelength chan-
nels. The second and third columns display the syn-
thetic maps produced by GX_Simulator using the im-
pulsive and steady-state heating models, respectively,
and the fourth and fifth columns display the cor-
responding model-to-data relative residuals clipped
to the £100% range. Given that we currently em-
ploy the lookup tables obtained from time-averaged
EBTEL runs, the observational ATA maps used as ref-
erence were obtained by averaging the ATA data for
a 6-hour interval centered on the time of the NLFFF
magnetic extrapolation.

The synthetic images reproduce the bright TR, con-
tribution reasonably well, as well as the diffuse com-
ponent in the AR core, where most of the closed field
lines are located. However, neither of the heating
models is able to reproduce all loop-like brightness
features present in the data. There are two main rea-
sons for that. The first of them is the intrinsic pecu-
liarity of our current implementation of the EBTEL
modeling, which does not assign DEM arrays to vox-
els that are associated with open field lines, includ-
ing those “truly” closed field lines that do not, how-
ever, close within the boundaries of the extrapolation
cube. The second one is some unique dynamics lead-
ing to a stronger heating of a loop subset, which often
stand out clearly in ATA images, that is not captured
in the parametrization we currently use. Within the
nanoflare framework, loops involve a collective behav-
ior (a nanoflare storm) that is not included in Equa-
tion 1 (Klimchuk 2015).

From a quantitative point of view, the relative
residual maps shown in the right two columns of Fig-
ure 6 indicate that, in most of the channels, and for
both heating models, the synthetic emission locally
overestimates the observed emission associated with
the core AR brightness features, though for most of
the image pixels the relative residuals range within
reasonable limits of a few tens of percent.

The correspondence of the model to the data in
the core region (where the magnetic model captures
the closed magnetic field lines) could have been fur-
ther improved by adjusting the volumetric heating
rate parameter (Qy, rather than using the adopted
“round” number. However, our model intrinsically
underestimates contribution from the FOV periphery
due to the lack of the closed field lines there. We thus
conclude that, given its self-imposed limitations, our
modeling approach is able to satisfactorily reproduce
the ATA observations. We note that we could have
succeeded in obtaining a better EUV model-to-data
spatial match than the one shown here, by employing
a position-dependent heating factor capable of gen-
erating selective heating of the magnetic structure,
which is in principle allowed by the current version of
the GX_Simulator.

4.3. Comparison of the Synthesized and Observed
Images in the Radio Domain

Now we turn to synthesising the radio images from
the same model. The GX_Simulator radio rendering
routines do not accept DEM input. Instead, they
require the values of plasma temperature and den-
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Fi1G. 6.— EUV synthesized images to observed data comparison for AR 11072 on 23-May-2010. Left Column: SDO/AIA images
averaged for a six hour interval centered on the time of the NLFFF magnetic field model. Second column: Synthesized EUV
images using the EBTEL impulsive heating DEM solution. Third column: Synthesized EUV images using the EBTEL steady-state
heating DEM solution. Both impulsive and steady-state heating models were obtained using the same volumetric heating rate,
Equation (5), with Qo = 1072 erg cm~3s~!. The images are convolved with circular gaussian beam with o, = o, = 1.2”. Forth
column: Impulsive heating model to data relative residuals clipped to the £100% range. Right column: Steady-state heating model
to data relative residuals clipped to the £100% range.
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sity. For this reason, the radio maps were computed
using n — T pairs directly provided in the chromo-
spheric portion of the model by the 1D atmospheres,
and computed by Equation (2) in the coronal volume
based on the same impulsive (yellow contours) and
steady-state (blue contours) EBTEL coronal models
used for computation of the synthetic EUV emission
discussed above.

Figure 7 demonstrates that our minimal free pa-
rameter approach results in a model that is quanti-
tatively consistent with the radio imaging data pro-
duced by SSRT at 5.7 GHz (top row) and NORH at
17 GHz (bottom row). In the first column of Fig-
ure 7 we display the observed microwave brightness
temperature maps (red contours) and the synthesized
radio contours, for both steady-state and impulsive
models, on top of the HMI LOS magnetic field maps.

Remarkably, for both observed frequencies, the
peaks of the brightness temperature maps are repro-
duced within a few tens of percent accuracy by both
heating models, as indicated in Figure 7. The loca-
tion and morphology of the 5.7 GHz SSRT contours
are also matched remarkably well in the simulations.
However, the NORH 17 GHz contours indicate a more
compact source than in the simulations, as well as a
~ 20" spatial displacement of the emission peak. To
assess these spatial and intensity differences quantita-
tively, we show the absolute brightness temperature
residual maps corresponding to the impulsive heating
model (middle column of Figure 7) and the steady-
state heating model (right column of Figure 7).

5. DISCUSSION

This paper introduces a major upgrade of our mod-
eling tool, GX_Simulator, originally developed for 3D
flare modeling (Nita et al. 2015). The recently up-
dated tool is now extended to model magnetic and
thermal structure of active regions, to generate ob-
servables and compare them with data in X-ray, EUV,
and radio-to-submillimeter domains. To this end, we
developed efficient algorithms of magnetic skeleton re-
processing to fill the skeleton with a realistic distri-
bution of thermal plasma in the chromosphere, tran-
sition region, and corona. Because plasma parame-
ters may change abruptly with height in the upper
chromosphere and, especially, in the transition region
between the chromosphere and corona, we use a non-
uniform grid in the vertical direction. Special care has
been taken to properly render this non-uniform grid,
which can thus be observed from any perspective; not
limited to a top view. The proposed approaches are
comprehensively tested and validated in Appendix A
using a simplified dipole magnetic model.

We then demonstrated the power of this approach
by modeling the thermal structure of AR 10072
(2010-May-23) on top of the corresponding NLFFF
magnetic data cube. To test the developed model of
this AR, we computed synthetic emission from the
magneto-thermal data cube in both EUV and radio
domains. The quantitative agreement between the
synthetic and observed emission integrated over the
region is remarkable in both domains, which indi-
cates that the adopted modeling approach is promis-
ing. When the spatial distribution is considered, how-

ever, we find significant residuals between the syn-
thetic and observed images, which is not surprising
given several simplifications adopted. In particular,
the time variability of heating and cooling is not ex-
plicitly included. In addition, our selected paramet-
ric form of the heating function (a = 2, b = —1) is
likely too simplistic. However, with the developed
GX_Simulator functionality, one can consider other
forms of the heating function and add dependence
on other parameters available in the model to fine
tune the model and, thus, better quantify the coro-
nal heating. In fact, an important use of the tool is
to explore various heating parameters in an effort to
match observations more closely and thereby better
understand the coronal heating mechanism.

6. CONCLUSIONS

We have demonstrated that the tool offers a
magneto-thermal structure realistic enough to simul-
taneously reproduce observables in the EUV and ra-
dio spectral domains.

7. APPENDIX A: MODEL VALIDATION

We validate our simulation approach with an ide-
alized bipolar active region, which is much easier to
diagnose than a real active region, with all its com-
plexity. We start with a photospheric magnetic flux
distribution that corresponds to a horizontal dipole
buried below the surface. To mimic the tendency in
real active regions for magnetic flux to be concen-
trated in patches of strong field separated by areas
of weak field, we set the field in our model to zero
at every location where it is weaker than 600 G. The
resulting magnetogram is shown in Figure 8. The
"weak field corridor” separating strong positive and
negative field is wider than in most real active re-
gions (e.g., Klimchuk 1987), but is useful for testing
the model. From this idealized magnetogram, we con-
struct an extrapolated potential magnetic field.

The field is populated with plasma as described
in Section 3.3. We consider both steady and impul-
sive heating. In the steady model, the heating rate
varies with the length of the field line (henceforth
loop length) according to Q = Qo(L/Lo)~*, where
Ly = 10° cm and Qo = 1072 ergcm 3s™!'. The
value of @)y was chosen to give peak loop tempera-
tures in our computation box that span a range ap-
propriate to real active regions: 1.2-5.2 MK. To avoid
enormous heating rates for extremely short loops,
GX_Simulator is designed to ignore loops whose
length above the chromosphere is shorter than the
voxel dimension. This is not an issue for our test
case, but can be important for active regions with
narrow weak field corridors, or anywhere that oppo-
site polarity fields are in close proximity.

In the impulsive heating model, we assume that
nanoflares repeat every 10* s. They each have a
triangular heating profile lasting 20 s. We let the
amplitudes of the nanoflares vary with length in the
same way as the steady heating with the same time-
averaged heating rate Qp = 1072 erg cm 3s~ ! as in
the steady case.

The top panel of Figure 9 shows a synthetic 171
image obtained from the steady heating model. The
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Fia. 7.— AR 11072 23-May-2010 12:00:00 UT: comparison between microwave synthesized images and observations by SSRT at
5.7 GHz (top row) and NORH at 17 GHz (bottom row). a) 10%, 20%,50%,70% and 90% contours of the observed SSRT 5.7 GHz
brightness temperature (red contours), impulsive heating (green contours) and steady-state heating (blue contours) synthesized
brightness temperature, overlayed on top of the SDO/HMI LOS magnetogram. The plot inset displays the peak brightness tem-
peratures corresponding to the three 5.7 GHz brightness temperature maps, 960x 103K, 1313x 103K and 1463x 103K, respectively.
b) Impulsive heating synthetic emission to SSRT 5.7 GHz temperature residual map. c¢) Steady-state heating synthetic emission
to SSRT 5.7 GHz temperature residual map. The same scale in the residual maps shown in panels (b) and (c) is adopted for ease
of comparison. d) 55%,70% and 90% contours of the observed NORH 17 GHz brightness temperature (red contours), impulsive
heating (green contours) and steady-state heating (blue contours) synthesized brightness temperature, overlayed on top of the
SDO/HMI LOS magnetogram. The plot inset displays the peak brightness temperatures corresponding to three 17 GHz brightness
temperature maps, 31x103K, 29x10°K and 26x10°K, respectively. e) Impulsive heating synthetic emission to NORH 17 GHz
temperature residual map. f) Steady-state heatmg synthetic emission to NORH 17 GHz temperature residual map. The same scale
in the residual maps shown in panels (e) and (f) is adopted for ease of comparison.

1000 related with regions of strong magnetic field in pho-
40 tospheric magnetograms, falling within such regions,
often with reduced area, but never outside. Compar-
500 ing Figures 8 and 9, this is clearly not the case for
20 the model.

The reason for this discrepancy can be traced to
the inaccurate nature of the magnetic field model in
the photosphere and low chromosphere. The mag-
netic model is based on a force-free field extrapola-
tion, which assumes that the plasma g vanishes every-

-500 where, although at the bottom (photospheric) bound-

ary the force-free condition does not hold. In other
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F1G. 8.— Photospheric magnetogram of test case.

vast majority of the emission comes from the transi-
tion region footpoints of hot loops. The distribution
of the emission is not realistic, however. In real active
regions, 171 footpoint emission is confined to areas of
bright, reticulated "moss.” Moss is spatially well cor-

magnetic field just above the photosphere (Fleishman
et al. 2017), where large errors of the inclination of
the field are likely. This is indicated in the top panel
of Figure 10. The real geometry more closely resem-
bles the sketch in the bottom panel of Figure 10.

As discussed in Section 4.1, transition region emis-
sion is greatly reduced in places where the field is
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FIG. 9.— Synthetic 171 A image for the steady heating model
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mask.
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F1G. 10.— Sketch of the magnetic field near the boundary
between regions of strong and weak photospheric field for a
force-free extrapolation model (top) and the real Sun (bottom).

approximately horizontal, and to account for that,
we set the transition region emission to zero in the
magnetic canopy. Here, we selected the canopy mask
threshold to be 600 G. The bottom panel of Figure 9
shows the corrected 171 A image when we apply this
mask. The correspondence between the image and
magnetogram now agrees much better with real ob-
servations. The bright moss lies within the strong
field regions, and it fades with distance from the cen-
tral "neutral line” for reasons discussed below.

Figure 11 shows synthetic ATA images in 171, 211,
and 94 (left to right) for steady heating (top) and im-
pulsive heating (bottom). The canopy mask has been
applied to the transition region in all images. The
color table is the same for the both images in each
channel so that the brightness differences between
steady and impulsive heating are apparent. Recall
that the time-averaged heating rates are the same for
both models. Figure 12 shows intensity traces across
the center of the active region, perpendicular to the
neutral line.

Let us first examine the coronal emission for the
case of steady heating. It is concentrated in the ac-
tive region core and is clearly distinguished from the
brighter transition region moss emission. As noted
above, with steady heating, the maximum loop tem-
perature ranges from 1.2 MK for the longest loops at
the active region periphery to 5.2 MK for the shortest
loops in the core. The 171 A channel has peak sen-
sitivity at 0.8 MK and is therefore too cool to show
appreciable coronal emission. The 94 A channel is
bimodal, with one peak at 6.7 MK, which is too hot,
and another at 1.1 MK, which detects some emission.
The 211 A channel peaks at 1.9 MK and is best suited
to the temperature range of the coronal plasma in the
model. It shows the greatest emission, both in abso-
lute terms and in relation to the transition region.

It may seem odd that the coronal emission is great-
est in the core, even for 211 A and 171 A which are
better tuned to the cooler temperatures of the longer
loops at the periphery. The reason is the density-
squared dependence of the emission. In static equilib-
rium, density varies with temperature and loop length
according to n o< T?/L, where we have assumed a ra-
diative loss function with a 7-/2 dependence. The
emission measure therefore varies as T#/L?. Tt is
much larger for hot, short loops in the core of the
active region, and this more than compensates for
the decreased temperature sensitivity at core temper-
atures for 211 A and 171 A.

The situation is much different for impulsive heat-
ing. Each loop cycles through a wide range of temper-
atures extending from > 5 MK just after the nanoflare
to < 1 MK at the end of the cooling before the next
event. Consequently, appreciable coronal emission is
present in all of the channels. The brightness de-
pends on the rate at which the plasma cools through
the channel’s temperature range of greatest sensitiv-
ity and on the density of the plasma at that time.
Density increases during the initial evaporative phase,
when cooling is primarily by thermal conduction, and
it decreases during the later draining phase, when
cooling is dominated by radiation. Density is great-
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the temperatures that are present at these times have
the brightest emission.

Now let us examine the transition region emission
in the models. The first thing to note is that it is
much stronger than the coronal emission in 171 A.
This is true in real observations as well, though the
differences are generally not as great. Impulsive heat-
ing provides closer agreement with reality than does
steady heating. With impulsive heating, the transi-
tion region emission is weaker and the coronal emis-
sion is stronger, so the ratio is not as large. This fact
was noted by Patsourakos & Klimchuk (2008), who
constructed simple arcade models and generated syn-
thetic observations corresponding to a face-on view
(a horizontal LOS parallel to the neutral line).

The brightness of the transition region fades rapidly
with distance from the neutral line. This is easy to
understand, especially for steady heating. As dis-
cussed in Klimchuk et al. (2008) (also Viall & Klim-
chuk (2015)), the brightness of the transition region is
proportional to the pressure, which is approximately
the same in the transition region and corona of a loop.
We have already said that the coronal density varies
as T?/L with steady heating, so pressure varies as
T3/L. Another useful scaling law for steady heating
is T o Q?/TL*7. But recall that the heating rate we
have chosen for the simple models in this Appendix
is Q o< L™, so we find that the pressure varies as
P oc L=9/7. This is a strong inverse dependence on
length, so we expect the brightness of the transition
region to decrease rapidly away from the neutral line
in the models.

Given the good agreement of the models with the-
oretical scalings and with observational trends, we
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Here we demonstrate our choice for the limiting fac-
tor of TR contribution along a line of sight given by
Equation 6. As illustrated in Figure 13, due to the
spherical shape of the solar surface, there is a max-
imum number of model voxels n that a given LOS
can intersect as it approaches a 90° inclination angle
relative to the normal.

Therefore, for inclination angles ¢ > ¢q, as shown
in Figure 13, any given LOS would collect surface
TR contribution from the same number of voxels n =
l/dx as a LOS exactly tangent to the solar surface,
which would correspond to ¢ = 90°.

Frome simple geometrical considerations,
90° — ¢ /2, thus, cos(pg) = sin(¢/2).

Hence, taking into account that cos(¢)) = 1—dz/R,
immediately follows that

Yo =

(7)

)
COS gy = S1In 2dI'CCOB R .
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